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Abstract Benchmarks are important tools to evaluate the performance of a variety of computing systems. However, 

benchmarks for big data systems are lacking as big data is relatively new and researchers are interested in understanding 

how big data systems including hardware and software work but do not have data. In this paper, an approach to develop 

big data benchmarks was devised at first. Then a big data benchmark suite named SIAT-Bench, which contains five 

representative workloads from Shenzhen urban transportation system, was presented. To this end, the program behavior 

architecture, OS and application layer. Then statistical techniques such as Principal Component Analysis (PCA) and 

Clustering were employed to perform similarity analysis between different workload-input pairs. Finally, we built SIAT-

Bench by selecting representative workloads and associated input sets according to the clustering results. Experimental 
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Fig. 1. Pipeline of a typical Big Data system



5

(Throughput)
(Performance) (Cost)

(Correctness)
(Predictability)

3

Terasort 2.2

Terasort
3.1

9
Hadoop 8

Intel Xeon E5620 3 2
TB 16 GB RAM Ubuntu
12.04, 3.2.0 Hadoop
1.0.3 8 map slot 8 reduce
slot slot 1 GB JDK
1.7.0 Terasort HiBench2.2

opro le-0.98
oprofile

Hadoop ob
level iostat

ntp

3

3.2

2 map reduce
map

reduce

2

Fig. 2. Entropy weight for all metrics
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Fig. 3. Rate of contribution of the principal component
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5 Terasort

Fig. 5. Hierarchical clusterings of Terasort datasets
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Fig. 6. Architecture of a Big Data system for transportation system in Shenzhen
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Fig. 7. Taxicab distribution at a certain time in Shenzhen
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