
JOURNAL OF INTEGRATION TECHNOLOGY

Vol. 3 No.  3

May 2014

2014-01-18
(2013M542219) (2012A080104022) (S2012020011067)
(2012ARF05)

( )

E-mail zx.huang@siat.ac.cn

2 3

1( 510310)
2( 518055)

3( 510225)

“ ”

pBest gBest “ ”

(Particle Swarm Optimization PSO)

(Traveling Salesman Problem TSP) “ ”

TP 391 A

A Self-Perception High-Dimensional Chaotic Particle Swarm Algorithm

TAO Qian1, 2 HUANG Zhexue2 GU Chunqin3

1( Department of Computer Science, Guangdong University of Education, Guangzhou 510310, China )
2( Shenzhen Institutes of Advanced Technology, Chinese Academy of Sciences, Shenzhen 518055, China )

3( Department of Network Engineering, Zhongkai University of Agriculture and Engineering, Guangzhou 510225, China )

Abstract To avoid the premature convergence and enhance the search capability of the high-dimensional space, a novel 

self-perception high-dimensional chaotic particle swarm algorithm was presented. Firstly, a double perturbation of pBest

and gBest was used to enhance the searching capability of particles. Secondly, self-perception approach was proposed to 

help the particle swarm to avoid the premature convergence. Lastly, three discrete PSO variants were tested on the traveling 

salesman problem (TSP). Experimental results show that the self-perception high-dimensional chaotic particle swarm 

algorithm is simple, effective and promoting in a high-dimensional space.
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